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**„Laboratorium” 10**

**Kwadratury adaptacyjne**

**Dane techniczne:**

Język: Python

Translator: Visual Studio Code

Procesor: AMD Ryzen 7 5800H

System operacyjny: Windows 11

**Realizacja ćwiczenia:**

Celem tego zadania było rozwiązanie równania różniczkowego zwyczajnego (ODE) za pomocą sieci neuronowej informowanej fizycznie (PINN). Rozważane równanie ma postać:

gdzie

}

Warunek początkowy jest zdefiniowany jako:

Analityczne rozwiązanie tego równania to:

Implementacja:

1. **Definicja modelu PINN**:
   * Sieć neuronowa jest zdefiniowana jako klasa PINN, która inicjalizuje parametry sieci (wagi i biasy) oraz definiuje funkcję forward, która przeprowadza obliczenia przejściowe przez sieć.
2. **Inicjalizacja parametrów**:
   * Parametry sieci są inicjalizowane w metodzie init\_params. Wagi są inicjalizowane za pomocą rozkładu normalnego, a biasy są inicjalizowane jako zera.

class PINN:

    def \_\_init\_\_(self, layers):

        self.params = self.init\_params(layers)

    def init\_params(self, layers):

        params = []

        for i in range(len(layers) - 1):

            w = jax.random.normal(jax.random.PRNGKey(i), (layers[i], layers[i + 1])) \* jnp.sqrt(2 / (layers[i] + layers[i + 1]))

            b = jnp.zeros(layers[i + 1])

            params.append((w, b))

        return params

    def forward(self, params, x):

        for w, b in params[:-1]:

            x = jnp.tanh(jnp.dot(x, w) + b)

        w, b = params[-1]

        return jnp.dot(x, w) + b

    def predict(self, x):

        return self.forward(self.params, x)

1. **Obliczanie strat**:
   * residual\_loss: Funkcja oblicza stratę rezydualną jako średnią kwadratów różnic między pochodną predykcji sieci a funkcją cos(ωx).
   * initial\_condition\_loss: Funkcja oblicza stratę związaną z warunkiem początkowym jako średnią kwadratów różnic między wartością predykcji w x=0 a 0.
   * total\_loss: Całkowita strata jest sumą strat rezydualnej i związanej z warunkiem początkowym.

def residual\_loss(params, model, x, omega):

    def single\_point\_residual(xi):

        u = model.forward(params, xi.reshape(-1, 1))

        u\_x = jax.grad(lambda x: model.forward(params, x).sum())(xi.reshape(-1, 1))

        res = u\_x - jnp.cos(omega \* xi)

        return res\*\*2

    residuals = jax.vmap(single\_point\_residual)(x)

    return jnp.mean(residuals)

def initial\_condition\_loss(params, model):

    u\_0 = model.forward(params, jnp.array([[0.0]]))

    return jnp.mean((u\_0 - 0)\*\*2)

def total\_loss(params, model, x, omega):

    return residual\_loss(params, model, x, omega) + initial\_condition\_loss(params, model)

1. **Trenowanie modelu**:
   * Model jest trenowany przy użyciu optymalizatora Adam z biblioteką Optax. Przez 50 000 epok model aktualizuje swoje parametry, minimalizując całkowitą stratę. Straty są rejestrowane co 10 epok, a postęp jest wyświetlany co 1000 epok.

for omega in omega\_values:

    for layers, neurons in hidden\_layers\_architectures:

        print(f"Omega: {omega}, Layers: {layers}, Neurons: {neurons}")

        layers = [1] + [neurons] \* layers + [1]

        model = PINN(layers)

        optimizer = optax.adam(learning\_rate=0.001)

        opt\_state = optimizer.init(model.params)

        x\_train = jnp.linspace(domain[0], domain[1], 3000 if omega == 15 else 200).reshape(-1, 1)

        epochs = 50000

        loss\_history = []

        for epoch in range(epochs):

            loss, grads = jax.value\_and\_grad(total\_loss)(model.params, model, x\_train, omega)

            updates, opt\_state = optimizer.update(grads, opt\_state)

            model.params = optax.apply\_updates(model.params, updates)

            if epoch % 10 == 0:

                loss\_history.append(loss)

            if epoch % 1000 == 0:

                print(f'Epoch {epoch}, Loss: {loss}')

1. **Testowanie modelu**:
   * Po zakończeniu treningu model jest testowany na zbiorze testowym, a jego predykcje są porównywane z analitycznym rozwiązaniem.

x\_test = np.linspace(domain[0], domain[1], 5000 if omega == 15 else 1000).reshape((-1, 1))

        u\_true = (1 / omega) \* np.sin(omega \* x\_test)

        u\_pred = model.predict(x\_test)

1. **Zapis wyników**:
   * Wyniki, w tym dane testowe, dokładne rozwiązania, predykcje modelu oraz historia strat, są zapisywane do plików CSV.

filename = f"results\_omega\_{omega}\_layers\_{len(layers)-2}\_neurons\_{neurons}"

save\_results(filename, x\_test, u\_true, u\_pred, loss\_history)

def save\_results(filename, x, u\_true, u\_pred, loss\_history):

    np.savetxt(f"{filename}\_x.csv", x, delimiter=",")

    np.savetxt(f"{filename}\_u\_true.csv", u\_true, delimiter=",")

    np.savetxt(f"{filename}\_u\_pred.csv", u\_pred, delimiter=",")

    np.savetxt(f"{filename}\_loss\_history.csv", loss\_history, delimiter=",")